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REPRESENTATION
• Representation

• Vector form (for Neural Network)
• Task Specific
• Examples

• Image(C-H-W) : The last block of Classifier (Imagenet), latent Variable of 
(beta) VAE…

• Audio(Raw Audio) : STFT, MFCC…
• Text?
• Relation?



RELATION

Source: Agrawal, Aishwarya, et al. "Vqa: Visual question answering." arXiv preprint arXiv:1505.00468 (2015).



RELATIONAL REASONING
• Relational Reasoning

• Relational reasoning involves manipulating structured representations of entities 
and relations, using rules for how they can be composed.

• Entity: An element with Attributes
• Physical objects with a size and mass

• Relation: A property between entities
• Same size as, heavier than, distance from…

• Rule: Function that maps entities and relations to other entities and relations
• Is entity X heavier than entity Y?

Source: Battaglia, Peter W., et al. "Relational inductive biases, deep learning, and graph networks." arXiv preprint arXiv:1806.01261(2018).



INDUCTIVE BIAS

• An inductive bias allows a learning algorithm to prioritize one solution 
(or interpretation) over another, independent of the observed data.

Source: Battaglia, Peter W., et al. "Relational inductive biases, deep learning, and graph networks." arXiv preprint arXiv:1806.01261(2018).



GRAPHS

• Graphs
• Visual Representation for (clearly defined) entities and relations
• REUSE of entities and relations (Combinatorial Generalization)

Source: Battaglia, Peter W., et al. "Relational inductive biases, deep learning, and graph networks." arXiv preprint arXiv:1806.01261(2018).



GRAPH NETWORKS

Source: Battaglia, Peter W., et al. "Relational inductive biases, deep learning, and graph networks." arXiv preprint arXiv:1806.01261(2018).



GRAPH NETWORKS

Source: Battaglia, Peter W., et al. "Relational inductive biases, deep learning, and graph networks." arXiv preprint arXiv:1806.01261(2018).



CLEVR

Source: Johnson, Justin, et al. "CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning." Computer Vision and Pattern Recognition (CVPR), 2017 IEEE Conference on. IEEE, 
2017.

• CLEVR
• Cubes are gray, blue, brown, or yellow
• Cylinders are red, green, purple, or cyan
• Spheres can have any color



RELATIONAL NETWORK
• Relational Network

• Objects: each channel of middle 
layer of Conv

• g-theta(relations), f-phi: MLP
• Order Invariance among relations
• Capture all possible relations
• Reuse of relations

Source: Santoro, Adam, et al. "A simple neural network module for relational reasoning." Advances in neural information processing systems. 2017.



RELATIONAL NETWORK

• Results

Source: Santoro, Adam, et al. "A simple neural network module for relational reasoning." Advances in neural information processing systems. 2017.



RELATIONAL NETWORK

• Questions:
• "There is a cube that is on the left side of the large shiny object that is on the 

right side of the big red ball; what number of cubes are to the right of it?”
• All possible relations

• A-B, A-C, A-D, B-C, B-D, C-D
• A->C->B->A->D

Source: Santoro, Adam, et al. "A simple neural network module for relational reasoning." Advances in neural information processing systems. 2017.



RELATIONAL NETWORK - FOLLOW UPS (1)

• Relational Recurrent Neural Network
• MHDPA module for relation
• Relations among memory slots in memory augmented neural network

Source: Santoro, Adam, et al. "Relational recurrent neural networks." arXiv preprint arXiv:1806.01822 (2018).



RELATIONAL NETWORK - FOLLOW UPS (2)

Source: Zambaldi, Vinicius, et al. "Relational Deep Reinforcement Learning." arXiv preprint arXiv:1806.01830 (2018).

• Relational Deep Reinforcement Learning
• MHDPA module for relation
• Relational Module for reinforcement learning



RELATIONAL NETWORK - FOLLOW UPS (3)

• Learning Visual Question Answering by Bootstrapping Hard Attention
• MHDPA module for relation
• Reduce the number of objects with hard attention

Source: Malinowski, Mateusz, et al. "Learning visual question answering by bootstrapping hard attention." Proceedings of the European Conference on Computer Vision (ECCV). 2018.



RELATIONAL NETWORK - FOLLOW UPS (4)

Source: Andrews, Martin, Red Dragon AI, and Sam Witteveen. "Relationships from Entity Stream."

• Relationships from Entity Stream
• LSTM to select Entity
• LSTM to find Relationships
• Reduced the number of pairings



LIMITATION OF RN

• Are they good representations of relations?
• Objects?

• Fragmented / Number not matched 
• Fully Connected?

• n^2
• Interpretable?
• Relational inductive bias does not come from the presence of something, but 

rather from the absence. 

Source: Battaglia, Peter W., et al. "Relational inductive biases, deep learning, and graph networks." arXiv preprint arXiv:1806.01261(2018).



LIMITATION OF RN



SORT-OF-CLEVR
• Sort of CLEVR

• 6 Objects with unique color of red, blue, green, orange, yellow, gray
• A randomly chosen shape (square or circle).
• Relational question

• Color / shape of closest / furthest object from certain color
• Number of object of the same shape with certain color



SARN

• SARN: Sequential Attention Relational Network



SARN

• Result
• Sort-of-clevr



SARN

• Result



SARN

• Robustness on image size and object sparsity
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STRENGTH OF SARN

1. Computation efficiency
• n^2 -> n

2. Better Performance

3. Interpretability



FUTURE WORKS

• Lack of Chaining (yet!)
• Memory

• Reuse of entities
• A->C->B->A->D



CONCLUSION

• How to represent relations? = How to form a reasonable graph from image?
• Identify Entities (Modularity)

• Attention / Conditional CNN
• Relations are defined from relational reasoning

• MLP / Self-attention
• Chaining

• Sum / LSTM?


