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QUESTION ANSWERING

• Answering a question based on context
• Datasets

• bAbI dataset, Deepmind QA dataset, SQuAD dataset

• Models
• Memory Network, End-to-End Memory Network, Gated End-to-End Memory Network, 

Dynamic Memory Network, Dynamic Memory Network +, Relation Memory Network

Source: Large-scale simple question answering with memory networks (Weston, J., Chopra, S., & Bordes, A., ICLR 2015), End-to-End Memory Network (Sukhbaatar, S., Weston, J., & Fergus, R., NIPS 
2015), Gated End-to-End Memory Network (Liu, F., & Perez, J., ACL 2017, Ask me anything: Dynamic memory networks for natural language processing (Kumar, A., et al., ICML 2016), Dynamic 
memory networks for visual and textual question answering (Xiong, C., Merity, S., & Socher, R., ICML 2016), Relation Memory Network: A Simple Neural architecture for Text-based Reasoning 
(Jihyung Moon, 2018)



SEARCHQA DATASET
• Dataset of noisy information retrieval environment
• QA from TV show ‘Jeopardy!’ + Google Search results of each question
• 140,461 Question - Answer sets each coupled with 49.6 snippets on average
• Each snippet is 37.3 tokens / Answer is 1.47 tokens on average
• Example

• Question: Travel doesn’t seem to be an issue for this sorcerer & onetime surgeon; astral projection & teleportation 
are no prob

• Snippet1: Astral Projection - Spells - D&D Beyond You and up to eight willing creatures within range project 
your astral bodies into the Astral Plane (the spell fails and the casting is wasted if you are already on that plane). The 
material body you leave behind is unconscious and in a state of suspended animation; it doesn't need food or air 
and doesn't age. Your astral body …

• Answer: Doctor Strange
• Result

Source: SearchQA (Dunn et al, 2017)



MOTIVATION



AGENT - ENVIRONMENT FRAMEWORK

• Question-Answering Environment
• Return an answer given a question and snippets set

• Reformulation Model
• Sequence to sequence monolingual paraphrasing model
• Use F1 score of the answer as reward given a 

reformulated question

• Answer selection model (for test)
• Choose answer from several question - rewrite - answer 

sets

Source: Ask the right questions: Active question reformulation with reinforcement learning (C. Buck et al, ICLR 2018)



TRAINING

• Question-Answering Environment
• BiDirectional Attention Flow(BiDAF)

• extractive QA system

• Used top 10 snippets
• Adam, 4500 steps, lr 0.001, batch 60

Source: Bidirectional attention flow for machine comprehension (M Seo et al, ICLR 2017)



TRAINING

• Reformulation Model (Pretrain)
• Google Multilingual NMT (zero-shot)

• bidirectional LSTM as encoder
• 4layers LSTM as decoder

• UN parallel corpus data (30 languages)
• Paralex monolingual data (1.5M pairs)
• 400M instances, Adam, lr 0.001, batch 128

Source: Google's neural machine  translation system: Bridging the gap between human and machine  translation (Y Wu et al, ICLR 2017), Google's multilingual neural machine  translation system: 
enabling zero-shot translation (M Johnson et al, 2016)



TRAINING
• Reformulation Model (Reinforcement)

• Policy Gradient

• Entropy Regularization

• Objective Function

• 100k steps, lr 0.001, rr 0.001, batch 64



TRAINING

• Answer Selection Model
• 1D CNN + max pooling, window size 3
• Train to predict whether the F1score of 

Question - rewrite -answer pair is above 
or below average (binary classification)

• Work as ensemble



RESULT
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ANALYSIS

• Search QA
• Gandhi was deeply influenced by this count who wrote "War 

and Peace" is simplified to gandhi deeply influenced count 

wrote war peace.

• Base NMT
• Who influenced count wrote war?

• AQA-QR(Question Reformulator)
• What is name gandhi gandhi influence wrote peace peace?



IMPLICATION

• Reinforcement framework is useful in in-differentiable environment.
• Models may have their own suitable languages
• AQA may be useful in other environments of information retrieval
• Reformulate anything?

Source: Task-Oriented Query Reformulation with Reinforcement Learning (R Nogueira et al, 2017)


